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AI SESSIONS

All Days

• LabVIEW AI Assistant Demo Expo Floor

Tuesday, May 21

• Day 1 Keynote 9:00 AM in the Keynote Hall (Exhibit Hall 3)

• Sneak Peek: Generative AI and LabVIEW 11:30 AM – 12:30 PM in Meeting Room 19A

• Generative AI to Accelerate Test Workflows 2:00 PM – 3:00 PM in Meeting Room 16A

Wednesday, May 22

• Day 2 Keynote 9:00 AM in the Keynote Hall (Exhibit Hall 3)

• Panel: How will AI/ML Impact the Way We Engineer & Test? 10:15 AM – 11:15 AM in Meeting Room 3

• AI at the Edge 1:30 PM – 2:30 PM in Meeting Room 16A

You are here!



AGENDA

•Generative AI

– Background

– Responsible AI Use in Test & Measurement

•LabVIEW AI Assistant Tech Preview

– Our Goal for the Program

– Overview of Capabilities

– How It Works - Using Generative AI Building Blocks

•Further Concept Explorations



Generative AI 

Background



Pre-training scale

Neural network architecture

Neural network scale

What changed?



Traditional AI vs. Generative AI

“Cat”

“Dog”

“Dog”

“What I cannot create, I do not understand.” – Richard Feynman

“Dog”

Traditional AI

Decision Boundary

Classifies Creates

Generative AI
Abstract Model

Generative AI can also classify



ni.com

”Traditional” AI Example Use Cases

Outlier detection
(Advanced)

Escape prevention 
(Equipment Health etc.)

Optical defect detection 
/ ROI quality (e.g., 

welds, soldering etc.)

RMA reduction / 
prediction

Parametric trend 
detection

Parametric insights Scratch detection 
(wafers)

AI based RCA Waveform anomaly 
detection

Battery analytics 
(capacity, smart pairing, 

etc.)

Process optimization 
(e.g., Adaptive 
manufacturing)

Early failure detection Next operation reduction Monitoring and auto 
RCA (UPH, cycle time, 

yield, error code 
distributions etc.) 

Equipment 
utilization/variations

Yield trend detection Wafer classification Equipment 
utilization/variations

Predictive / JIT 
maintenance

Test (program) 
comparison

AI at the Edge – Tomorrow - 1:30 PM – 2:30 PM in Meeting Room 16A



ni.com

Generative AI Domain 

(Creation/Development)

Generative AI Domain

(NLP Inquiry & Insight)

Business Impact of Generative AI in Test Engineering

Test & Manufacturing Release Process

Test & Manufacturing Optimization Process

Traditional AI/ML Domain

(Classification)

Requirements Specifications Test Plans
V&V / Char

Data Analysis
High Volume 
Data Analysis

Yield / Cost
Optimization

V&V / Char 
Test Code

ML Edge 
Optimization

Production
Test Code

Sample Prod
Data Analysis

Quality
Stabilization



ni.com

Managing Data Security, Privacy, Legal, and Ethics Risks with an AI Governance Strategy

Responsible AI Practices

NI created its AI Steering committee in 

2022, and since the acquisition has 

integrated its AI governance structure 

with Emerson.

Establish Policies aligned 

with industry best practices 

for managing the inherent 

risks of AI use

Conduct Risk Assessments 

for AI use cases in potential 

products, services, offerings, 

and internal development and 

process optimizations 

Develop and conduct 

Responsible AI training with 

employees who use AI in their 

work

The Emerson AI governance team (including NI) 

owns and drives development and continuous 

improvement of our AI policies, training, and risk 

assessment processes.



Data protection is fundamental 

to our approach

Your data is your data

We’ve considered this in every step of our designs



LabVIEW AI Assistant 
Tech Preview



LabVIEW AI Assistant – Operates in two modes

Launch from LabVIEW



LabVIEW AI Assistant can Find Examples



LabVIEW AI Assistant can Create VIs



LabVIEW AI Assistant can Diagnose VIs



LabVIEW AI Assistant can Describe VIs



LabVIEW AI Assistant can Help with VIs



LabVIEW AI Assistant can Help with LabVIEW



LabVIEW AI Assistant can Tell you about your 

NI Hardware and how to use it



LabVIEW AI Assistant 
How does it work?



What Language is Nigel Programmed in?



Prompt Engineering

System Prompt 

+

User Prompt
Response

LLM



Fine Tuning

System Prompt 

+

User Prompt
Response

Fine 

Tuning

Dataset

Fine Tuned LLM

Base LLM



Text models can not understand VIs

Define intermediate format

Text

Generate training material



Source: https://weaviate.io/blog/what-is-a-vector-database 

Search your data using an 

AI backed Search engine

Semantic Search using Vector DB

animal
fruit

https://weaviate.io/blog/what-is-a-vector-database


Retrieval Augmented Generation (RAG)

Chat and Q&A 

with your data



LabVIEW AI Assistant Tech Preview 

Architecture

AI Service

Base and Finetuned LLMs

Chat UIAI Addon

User’s machine

Vector DB

User Authentication

RAG



The Development Process 
New Kinds of Challenges



Evaluating Code Generation

164 programming 
challenges with an 
average of 7.7 tests 
per problem 

Example:

• "prompt": “def strlen(string: str) -> int    Return length of given string

>>> strlen('')    0    >>> strlen('abc')    3”

• "canonical_solution": "return len(string)”,

• "test": "def check(candidate):\n    assert candidate('') == 0\n    assert candidate('x') == 
1\n    assert candidate('asdasnakj') == 9\n",

Testset: OpenAI’s HumanEval

Metric: Pass@K

What is the probability that at least one of the K generated responses will be 

correct (generated code passes unit tests)?



Challenges with Gen AI Development

• Find the right technique for a task – Semantic Search, 

Prompt Engineering, RAG, Fine Tuned Model

• Find the right set of LLM parameters – temperature, top_p, 

frequency_penalty, etc.

• Rapidly changing AI stacks

• Data Curation

• Optimizing for token count



Challenges with Gen AI Testing

• Difficult to perform qualitative assessment of results

• Chat interface is open ended

• Handling corner-cases like hallucinations



Further Concept 

Explorations



LabVIEW Diff describes modified objects

AI Enhanced Diff can describe functional changes

This feature is in active exploration and no warranties are made on if or when it will be made available

Concept Exploration: Enhance VI Diff



This feature is in active exploration and no warranties are made on if or when it will be made available

Concept Exploration: Writing VI Unit Tests

Use case 1: Given a VI, 
generate unit tests

Use case 2: Given a VI description, 
generate unit tests (i.e. test driven dev)

Use case 3: Run unit tests and 
generate report

Use case 4: Identify bugs in the VI 
based on failing unit tests



This feature is in active exploration and no warranties are made on if or when it will be made available

Concept Exploration: Enhance Quick Drop

vs



Concept Exploration: 

Auto-complete

New VI



Concept Exploration: 

Auto-complete

Drop Create Channel



Concept Exploration: 

Auto-complete

Auto-complete shows up 

with everything needed to 

make the VI runnable



Concept Exploration: 

Auto-complete

User accepts suggestions



Concept Exploration: 

Auto-complete

VI is now runnable



Concept Exploration: 

Auto-complete

Nigel suggests more 

constants



Concept Exploration: 

Auto-complete

Now that we know the total 

number of samples, Nigel 

suggests a Read VI



Concept Exploration: 

Auto-complete

Accepted



Concept Exploration: 

Auto-complete

User changes Finite to 

Continuous



Concept Exploration: 

Auto-complete

Nigel suggests several 

optimizations for 

continuous run



Concept Exploration: 

Auto-complete

Accepted



This feature is in active exploration and no warranties are made on if or when it will be made available

Concept Exploration: Generate VI Icons

Creates an icon based on the description of a VI

Adds text and uses the standard glyphs



Test Co-Pilot Workflow Acceleration

Test Authoring Data Analysis

Translation WorkflowsInteractive Measurements

Migrations Requirements 

to Test Specs

Device 

Control

LabVIEW

InstrumentStudio

SystemLink



“Hyper-personalization”

Secure and private ways for our AI-based tools to 

know about and leverage:

• Your internal reuse libraries

• Your coding guidelines

• Your hardware and fixtures

• Other company-specific knowledge

to provide more complete and correct assistance.



Structured Test Documentation AI-Pipelines

Cross-Industry Applicability

ATML Test Engineering

Validation

Plans

Validation

Procedures

Validation

Sequences

Test

Plans

Test

Procedures

Test

Sequences

Design

Requirements

Example

SysML ATML
Design

Requirements



What are your ideas?



LabVIEW AI Assistant Tech Preview

Concept Exploration
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